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Personas (continued), AI creativity, writing and ideation assistants

Large Language Model 
Applications



What does it mean to “demonstrate 
engagement with the material from the 
course”



Citations



Personas (continued)



What does it mean for an AI to be  
“human-like?”



Do you think we should be building AI 
chatbots with human-like personas?



Applications

Citations

character.ai



Applications

https://sillytavern.pro/

Tavern.ai



What does it mean for a chatbot to have a persona?
• Persona can either be novel or else strive to mimic some existing persona

• E.g. “You are Bob the feline magician.” vs. “You are Harry Potter”

• Consistent responses to questions a human would give consistent responses to.
• E.g. “How old are you?” and “What’s your age?” should give consistent responses (within reason).

• Speaking style
• Lexical consistency: model’s responses should incorporate catchphrases or idiomatic expressions commonly used by 

the character
• Dialogic fidelity: model’s responses should be stylistically similar to example dialogues of the character (when 

available)

• Role-specific knowledge 
• Script-based knowledge: e.g. if script says you know the fireball spell, then “What spells do you know?” should 

answer with that
• Assumed / script-agnostic knowledge: e.g. HarryPotterBot should answer “no” to “are your parents alive?” even if 

that fact wasn’t in the instructions/data used to build the persona.

• Memories: model should retain memories of past experiences/conversations 

Wang et al. “RoleLLM: Benchmarking, Eliciting, and Enhancing Role-Playing Abilities of Large Language Models.” 2024.



Methods for inducing a persona

• Prompting (possibly with retrieval-augmentation)
• Finetuning
• Steering vectors

Citations



Each chatbot has a “character card”
Prompting to create a persona

https://github.com/malfoyslastname/character-card-spec-v2

type TavernCardV2 = { 
  spec: 'chara_card_v2' 
  spec_version: '2.0' // May 8th addition 
  data: { 
    name: string 
    description: string 
    personality: string 
    scenario: string 
    first_mes: string 
    mes_example: string 
    creator_notes: string 
    system_prompt: string 
    post_history_instructions: string 
    alternate_greetings: Array<string> 
    character_book?: CharacterBook 
    tags: Array<string> 
    creator: string 
    character_version: string 
    extensions: Record<string, any> 
  } 
} 
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Each chatbot has a “character card”
Prompting to create a persona

https://github.com/malfoyslastname/character-card-spec-v2

type TavernCardV2 = { 
  spec: 'chara_card_v2' 
  spec_version: '2.0' // May 8th addition 
  data: { 
    name: string 
    description: string 
    personality: string 
    scenario: string 
    first_mes: string                 
    mes_example: string 
    creator_notes: string 
    system_prompt: string # Instructions for the LM 
    post_history_instructions: string 
    alternate_greetings: Array<string> 
    character_book?: CharacterBook 
    tags: Array<string> 
    creator: string 
    character_version: string 
    extensions: Record<string, any> 
  } 
} 

Write {{char}}'s next reply in a fictional chat between {{char}} 
and {{user}}. Write 1 reply only in internet RP style, italicize 
actions, and avoid quotation marks. Use markdown. Be 
proactive, creative, and drive the plot and conversation forward. 
Write at least 1 paragraph, up to 4. Always stay in character and 
avoid repetition.
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type TavernCardV2 = { 
  spec: 'chara_card_v2' 
  spec_version: '2.0' // May 8th addition 
  data: { 
    name: string 
    description: string 
    personality: string 
    scenario: string 
    first_mes: string 
    mes_example: string 
    creator_notes: string 
    system_prompt: string 
    post_history_instructions: string # Extra “system instructions” to put at end of prompt 
    alternate_greetings: Array<string> 
    character_book?: CharacterBook 
    tags: Array<string> 
    creator: string 
    character_version: string 
    extensions: Record<string, any> 
  } 
} 



Each chatbot has a “character card”
Prompting to create a persona

https://github.com/malfoyslastname/character-card-spec-v2

type TavernCardV2 = { 
  spec: 'chara_card_v2' 
  spec_version: '2.0' // May 8th addition 
  data: { 
    name: string 
    description: string 
    personality: string 
    scenario: string 
    first_mes: string 
    mes_example: string 
    creator_notes: string 
    system_prompt: string 
    post_history_instructions: string 
    alternate_greetings: Array<string> 
    character_book?: CharacterBook # Stores information about the world the bot inhabits. 
    tags: Array<string> 
    creator: string 
    character_version: string 
    extensions: Record<string, any> 
  } 
} 



Prompting to create a persona

{ 
  "spec":"chara_card_v2", 
  "spec_version":"2.0", 
  “data”: { 
    "name":"Flux the Cat", 
    "description":"{{char}} is a tomcat and has a mixture of black and white furs, yellow 
        eyes and a fluffy tail. {{char}} lives in a colony at an abandoned castle.", 
    "personality":"Impulsive, devious, and always hungry", 
    “first_mes":"meow", 
    "avatar":"cat.png", 
    "post_history_instructions": "Remember to end your message with a cat sound, such as  
        purr, meow, or hisssss.", 
    "system_prompt": "You are an expert simulator of feline behaviour. From this point on,  
        you should pretend to be a cat." 
  } 
}

Example



Challenges with prompting approaches

• Persona can get lost the longer the conversation goes on.
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Challenges with prompting approaches

• Persona can get lost the longer the conversation goes on.
• Behavior can be simplistic or stereotypical
• User: “Pretend to be a firefighter. What’s 
your favorite color?  

• AI: “Red””

Citations



Challenges with prompting approaches

• Persona can get lost the longer the conversation goes on.
• Behavior can be simplistic or stereotypical
• Limited to personas that are already well-represented in 

training data
• “Pretend to be an asedpoikrominga” 

(We’ll cover more on this in lectures on creativity and user simulation.)
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Paramter-effiicient finetuning in user interaction data
Finetuning-based personas

Thakur et al. “Personas within Parameters: Fine-Tuning Small Language Models with Low-Rank Adapters to Mimic User Behaviors.” 2025.



Anthropic’s persona vectors
Steering vectors

• A persona vector  is a vector that when added to the model’s activations at layer , 
steers behavior toward some direction: 

vℓ ℓ
hℓ ← hℓ + α ⋅ vℓ

Weng et al. “ControlLM: Crafting Diverse Personalities for Language Models.” 2024.



Anthropic’s persona vectors
Steering vectors

• A persona vector  is a vector that when added to the model’s activations at layer , steers 
behavior toward some direction: 

• How it’s computed:
1. Prompt Claude to have personality , and collect all responses that strongly exhibit this  personality.
2. Prompt Claude to have personality , and do the same.
3. In both cases, extract residual stream activations at every layer and average across response tokens.
4. Compute the persona vector as the difference in mean activations between responses that exhibit 

the personality trait and those that do not.

• At inference time, apply (or else subtract) the steering vector to guide generation’s 
characteristics. (This can degrade general capabilities.)

vℓ ℓ
hℓ ← hℓ + α ⋅ vℓ

P

¬P

https://www.anthropic.com/research/persona-vectors



Anthropic’s persona vectors
Steering vectors

https://www.anthropic.com/research/persona-vectors



AI Companionship and emotional 
support



AI companions

People are increasingly turning to LLM-powered chatbots for companionship and 
affective conversations.
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AI companionship in the news

https://aimagazine.com/articles/the-future-woman-marries-virtual-ai-powered-partner, https://www.reddit.com/r/ChatGPTcomplaints/comments/
1r5le6s/i_had_made_this_tribute_post_for_gpt4o_and_the/



AI companionship in the news

https://www.nytimes.com/2024/10/23/technology/characterai-lawsuit-teen-suicide.html, https://futurism.com/chatgpt-mental-health-crises



Affective conversations with Claude

https://www.anthropic.com/news/how-people-use-claude-for-support-advice-and-companionship



Definition
Anthropomorphism of AI

Anthropomorphism: the attribution of human characteristics to an animal or non-
sentient object

The production of language is fundamentally human. AI chatbots don’t need to be 
deliberately constructed to have a personas (e.g. character.ai) for users to perceive them 
as having personhood.
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Guided lenses with which to look for increased risk of anthropomorphism
Anthropomorphism of AI

DeVrio et al. “A Taxonomy of Linguistic Expressions That Contribute To Anthropomorphism of Language Technologies,” 2025.



Linguistic expressions associated with anthropomorphism
Anthropomorphism of AI

DeVrio et al. “A Taxonomy of Linguistic Expressions That Contribute To Anthropomorphism of Language Technologies,” 2025.



To think about…

To what extent should we design AI application to simulate humanness, and how can 
such applications be deployed responsibly?
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